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Good News Everyonelll

RouterOS v5.0 full release
IS almost here!ll

(there is still chance to delay it by reporting nice errors — it is all in your hands)




Support for New Products

* Full support of announced and unannounced
new RouterBOARD devices will be added only
for RouterOS v5.X (and above)




Linux Kernel

e RouterOS 4.17

- Linux kernel version 2.6.27.39
e RouterOS 5.0

- Linux kernel version 2.6.35

 For more detailed information see:
http://www.kernel.org/




Updated features: Winbox

Much more usable for low resolution screens
More independence from Windows

Faster and less resource demanding
Suitable for further improvements

Safe mode

(& 3dmin@10.5.100.254 {Megis_GW) - WinBox v5.0rc10 on RB433AH [mipsbe] | B e

K Safe Mode Uptime:{10d 21:47:40 Memory:(110.6 MiB CPU:4% [+ Hide Passwords |} E ‘




Updated features: IPSec

 Added new and updated cyphers

* Added IPv6Sec (IPv6 support for IPSec)
« Added support for NAT-T drafts

 Now works on EOIP, GRE

e Also works on PPTP and L2TP tunnels




Updated features: SSH

 Completely MikroTik rewritten SSH
* Up to date with all the newest improvements

 SSH is now reduced to only necessary
functionality, so it uses less resources

e SFTP, SCP works faster




Updated features: PCQ

—— =« PCQ was completely

Type Name: |HEERETEIE OK

o = rewritten to optimize it for
== = high throughput both in

Total Limit: 2000 Remove Mbps and ppS

Burst Rate: -

-  Added burst feature for
Classsriifa;ddreﬁs | .U .Dst e Su b-StreamS
— » Added option that allows

. e k. 2 you to specify sub-stream
Det. Address6 Mask: |64 Size by network maSk




New Features: WebFig
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You have connected to a router. Administrative access only. If this device i1s not in
your posession, please contact your local network administrator.

Select action:
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* \WebFig is a web based RouterOS configuration
utility. It is accessible directly from the router




New Features: WebFig (2)

» Alternative of WinBox, similar layouts and access
almost any feature of RouterOS.
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Interfaces
PPP

Bridge

Mesh

IP

MPLS

IPvE

Routing
System
Queues

Leg

Tools

BETest Server
Bandwidth Test
Email

Flood Ping
Graphing

IP Scan

MAC Server
Netwatch
Packet Sniffer
Ping

Ping Speed
Profile

Torch
Traceroute

Traffic Monitor
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[ Undo H Redo l [Log outl U‘j:‘.lUF.m hs

Torch

Y. X
Start St
Interfaces

1 -
[ Unda H Redo ] [ Log out l ijDFm hs
Total Tx:2.5 ki PPP
Bridge i
Interface List
Interfad Mesh
P > [ Interface " Ethernet " EalIP Tunnel H IP Tunnel H GRE Tunnel H WLAN H WVRRP H Bonding ]
Entry Timeo
MPLS -
Add New ¥
IPvE >
Routing >
Name Type L2 MTU Tx Rx Tu Pacl Rx Pac| Tu Dro| Rx Dro| Tx Errc Rx Errc
L EEm ® | b] |R | etheri Ethernet 1600 | 114.2 Kby 17.7 Kbps 14 14 0 0 0 0
Queues D] ether2-Out Ethernet 1600 2.3 Kbps | 1360 bps|3 2 0 i 0 i
Log D] R ether3-Tst Ethernet 1600 0 bps 0 bps 0 ] 0 i 0 i
Tools > o] etherd Ethernet 1600 |0 bps 0 bps 0 0 0 0 0 0
cul Files -lelrR o Bridge 1600 | 114.2 Kbp 16.1 Kbps 14 14 0 0 0 0
sod Radius -|B| DR |wif2 Virtual Ethernet 0 bps 0 bps 0 0 0 0 0 0
800 MetaROUTER lBe]|/R |wvel Virtual Ethernet 0 bps 0 bps 0 o 0 0 0 0
Make Supout.rif
e J | e AP D (| G B (| @
86dd | 2001:16d8:ee00:120::2 2001:dd0:7501:ffee: 21, 192 bps |0 bps 4] 1]
800 (i| 131.246.120.250 10.5.50.200 Obps |Obps O 0
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New Features: SSTP

« Secure Socket Tunneling Protocol is a method
to transport PPP tunnel over SSL 3.0 channel.

 The use of SSL over TCP port 443 allows
SSTP to pass through virtually all firewalls and
Proxy servers.

* |f both client and server are MikroTik routers,
then it is possible to establish SSTP tunnel
without certificates
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New Features: GRE Tunnel

» Generic Routing Encapsulation (GRE) tunnel is
one of the most popular tunneling solutions

 RouterOS GRE tunnel is compatible with all
other vendor implementations

 GRE tunnels are completely stateless, but it
uses keep-alive mechanisms to tear down the
tunnel in case of failure.
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IPv6 Support

* RouterOS v5 has obtained overall “Ipv6ization”
- most of the features now have IPv6 support

* |Pv6 address example:

- fe80::/10 — link-local addresses
- 2001:db8::/32 — documentation only addresses
- face:dead:co1d:beef.02:f1ee::1

(in theory perfect IP address for steak house)

* There are way too many to mention them in
slides — so lets take a look at what few features

are still coming.
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IPvo Planned Features

* In RouterOS v5 IPv6 support is planned for:

- |P Pools
- PPP

- DHCP

- Hotspot

- Webproxy
- SSTP

- L2TP
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Better Hardware Management

* RouterOS 5.x allows you to

- monitor system load per processes
- monitor load on every CPU core
- manually distribute load between cores

* Currently we are working on making most of the
common and resource demanding processes to
utilize advantages of multi-threading

15




CPU Load: Tools Profile(r)

Profile (Running) Of x] ° Routeros 5 x
cPU: | T * Start
= can report
system usage
Sl by processes
MName CPU sage -
bridging all 222
idle al
kv all 0.3 . . .
e s * Workiis stillin
s - progress
winbo all 0.0

* Please, report all “unclassified” processes to
support@mikrotik.com (with supout.rif)
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CPU Usage

» Common misconception is that router

works slower (bigger latency, more drops, less
throughput) on 70% CPU load,then it does at
20%.

* As long as load is not 100% CPU can handle all
that is thrown at it. So 1%, 17%, 50% or 98% -
all the calculations are done without delays and
there are no slowdowns because of CPU.

» Exceptions are multi-core systems
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CPU Load per Core

e |n RouterOS version
T 5.x multi-core

! — — : : .............................. routers can report
I CPU load per core

4 items

» At this point is is possible to recognize CPU
usage from disk operation and interrupt
request handling (most common usage)

 From CLI just use “/tool resources cpu print”
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System Resources Menu

ptime:

Free Memary:
Total Memary:
CPU:

CPU Count:

CPU Frequency:
CPU Load:

Free HOD Space:
Total HDD Size:

Sector Writes Since Reboot:
Total Sector Wites:
Architecture Name:

Board Mame:

00:35:45
6644 MiB
/55.9 MiB
AMD

K

2310 MHz
58 %

147 6 GB
153.8 GB

[=]|E3

OK

PCl

USB

(" cPU

IRG

RPS

 RouterOS
version 5.x users
will have much
more control
over their multi-
core routers

 Controls can be

found in “/system
resources’
menu.
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IRQ Load Balancing

* |t is possible to
assign CPU cores
to specific IRQ's

* Device distribution
to IRQ's is done
by hardware (not
RouterOS)

 Auto mode works
based on number
of interrupts

T

IRG [Izers
18 usb7, usbE, usbh
15 usb2
22 ahci
48 ether?
45 ethdn-
B0 ethdx-1
81 ethdne-2
b ethdne-3
F3 ethd+el
B ethd4e-1
B ethdte-2
B ethd+e-3
b7 etherh
B8 ethbnel
B9 ethBm-1
60 ethbne-2
61 ethbne-3
62 ethbte-l
63 ethbx-1
64 ethbde-2
&5 ethb4e-2
66 ether
&7 etherl
68 ether?
&9 ether3d
70 etherd

33 items (1 selected)

CPU Active C... |Count

a3 2 {} &*
a| IRQ <66> =] E3

ul]
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|Jsers:
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Active CPL:
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NAPI ("New API") feature

 NAPI is an optional modification to the device
driver packet processing framework.

* NAPI allows drivers to run with significantly
lower number of interrupts during times of high
traffic.

 NAPI-compliant drivers can often cause
packets to be dropped in the network adapter
itself, before the Kernel sees them at all

 NAPI can force "auto” mode to use only one core
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RPS: Receive Packet Steering

* NAPI can become a

RPS =] E3 ]
= bottleneck under high
T *|  packet load because it is
ciherz serialized per device queue
O R —
ethe
7 items ® RPS a”OWS yOU tO

distribute the load of
received packet processing

across multiple cores
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Performance before optimization

* |RQ balancing = auto
* NAPI working (lots of packets)
* RPS disabled

[=]|E3

Inteface Ethemet | EolP Tunnel IP Tunnel GRE Tunnel VLAN VRRP Bonding CPU

=
T T
Mame Tx Rx Tx Packet {p/s) | Rx Packet (p/s) | Tx Dro . . T
— - S el CPU Load (%) |IRQ (%) |Disk (%) ||+
R ether] 2736 Mbps 2735 Mbps 42 562 42 847 : |Load () [IRQ (%) [Disk () ||
R %sther? 2736 Mbps 2735 Mbps 42 860 42 854 ; — - =
R #l#ether? 2735Mbps 273.5 Mbps 42 854 42 856 5 ; - -
R #leetherd 2735Mbps  273.5 Mbps 42 341 42 356 . - = -
R #l#ethers 272 7 Mbps z.-z.1 Mbps 47 594 42 676 = - - -
R #ikethert i'l 9 kbps 5 kbps B 8
R #ether? 721 Mbps 2 726 Mbps 42 676 42 677
7 items out of 14 4 items
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Performance after optimization

* |RQ balancing — static assignation (mostly)
 NAPI enabled (even more packets)
 RPS enabled only on interfaces with “RX drops”

[ []
CPU =] E3

Inteface Ethemet | EolP Tunnel IP Tunnel GRE Tunnel VLAN VRRP Bonding

=] | T -

MName Tx R Tx Packet (p/s) |Fx Packet [p/s) | Tx O3
R 4ivether] 500.6 Mbps  500.7 Mbps 78 134 78 163 CPU Load (%) |IRQ (%) |Disk (%) ||w
R #ivether 500.7 Mbps ~ 501.1 Mbps 78 165 78215 | - 87 28 0.
R #ivetherd 500.0 Mbps ~ 459.5 Mbps 78 027 77 973 1 A 88 :
R #ivetherd 500.0 Mbps ~ 500.3 Mbps 78 027 78 061 Z 35 35 :
R #ivethers 4970 Mbps  497.5 Mbps 77814 77 745 : 9 91 L
R #j#ctherk 41 9 kbps 5.5 kbps g 8
R 4vether7 4575 Mbps  497.0 Mbps 77 748 77 815
Fi 4
/ items out of 1 4 tems
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There are lots of new wireless features, but those
was covered by Uldis presentation yesterday

Questions!!!
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